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New Media
Data Analytics and Application

Lecture 8: Quantitative Analysis
for Online Journalism
Ting Wang
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. Data Analysis for Online Journalism
. The Foundation of Statistics
. Pearson Correlation Coefficient

. Bayes’ Theorem
. Markov Model
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some analysis approaches for data journalism

Data Analysis for Online Journalism

E



Data Analysis for Online Journalism

Now, We have data.

What shall we do In the next
step for online journalism
analysis?

Ask A Question
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Data Analysis for Online Journalism

3. How to analysis these information? __y cste™"®
i catio™ 2
\ass\"\
Compaﬂsom
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Data Analysis for Online Journalism
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Data Analysis for Online Journalism

April, 2016 November, 2016
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Data Analysis for Online Journalism
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Data Analysis for Online Journalism

Technical Approaches
1. Keyword Extraction and Tag Analysis

. News Tracking
. News Alignment and Comparison
. Location-based News Analysis

g A W N
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Data Analysis for Online Journalism
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Data Analysis for Online Journalism

2. News Tracking =g e
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Data Analysis for Online Journalism

3. News Alignment and Comparison

SEEMER S QAL B ERYE wIgs TSI South Korea to Sign Military Pact With Japan B e tween

By CHOE SANG-HUN
2012EneA28E 17:37:31 Published: June 28,2012

B HEH NG EEMEEI0 | F5: kb g .
R AR . SEOUL, South Korea — In a significant step toward overcoming Ei FaceBooK DI e re n t
e lingering historical animosities with its former colonial master, the » TWITTER
South Korean government has unexpectedly announced that it will %4 GOOGLE+
N . .. W . . . sign a treaty with Japan on Friday to increase the sharing of
IEEERHIRE, SEBRENRFEES MNE29H T a8 (S HESHIRE classified military data on what analysts cite as two major common - L/ C L a n u a e S
FRIFHES (GSONIA) . concerns: North Korea’s nuclear and missile threats and China’s SHARE V4

growing military might. S PRINT

HES I BATET, REFHER, REECRESITMELIHTHA. 45

MARRTFERM. Conmect With The announcement set off a political @ RE:LN'T;Y We bS i te S,

Us on Twitter firestorm in South Korea, where

HERTHAER SRR £ T B, FULE A SRR oo resentment of Japan's early 20t ]
WASEIE. REKETAIL, EREBIFEST T RAIEL. HE AR i century olonizaton remains N t ;
HIEERNID A5 BIE T $ERFH . breaking news and :‘::;ﬁg“ﬁ;‘i;‘j;:ﬁ“;jj:f;ﬂ;@ suopicion. The G / O n S )
CHATERERINE ) BESEIEN O AERSAES DA DSTHE—E Ehitory o Reportersand opposition accused Fresident Lae Msanz-bak of ignoring
= » 2 A o : e e o ~ popular anti-Japanese sentiments in pressing ahead wi
WE. METHUET, $04ETLEEALMEEI . MESmn. MRS U A an d

WAEESEGER. (himeRzoH &)

since the end of colonization in 1945.

~ s People

By FHAE g LS colonization North Korea
%Ziﬁ gk % Pact data

55 Hs Hs missile South Korea China
nEE w3 Japan nuclear

Notes: 1. Words in the same color have the same meaning in translation
” ) . 2. The size of the word represents the importance of the word, the larger, the more important
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BAKER

4. Location-based
News Analysis

HEFHET

(1). Sentiment Analysis i
(2). Trend Analysis
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SN - The 81stanniversary of a
Japanese invasion brought a fresh
wave of anti-Japan demonstrations
in China on Tuesday, with
thousands of protesters venting
anger over the colonial pastand a
current dispute involving contested
islands in the East China Sea.China
Warns of Further Actions as
Anti-Japan Protests Resume At
leasttwo of 11 Chinese ocean
surveillance and fishery patrol ships
sailing near East China Sea islets
claimed by both Tokyo and Beijing
have entered what Japan considers
its territory.



Data Analysis for Online Journalism

EXAMPLE 2:

A Under the Dome

The influence by Under the Dome, made by Jing Chai, February 28, 2015
L1025



Data Analysis for Online Journalism

Data Description

Number of
Number of Weibo
Keyword Category Keywords Weibo without
repetition
IR 2R G590 WP RGeSO R B IO E B I E .
WA 98 . SCAREMI S RIPIIE R . Al 5% 11321 6648
5. WHMESS . SFER. Rk
Ji I JiTea T A ) LR it g it g 10655 7005
TR TR & 16 14
K KHL BT 1620 1032
1k 2S5 9887 4770
o S Y 6587 4613
Bt 40086 24082
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Data Analysis for Online Journalism
Keyword Extraction Based on Weibo
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Data Analysis for Online Journalism

Keyword Analysis Based on Weibo

« Whatcanyou . |
find in this -
graph? -

 Whatwillyou °
do for your -
group? ",
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Data Analysis for Online Journalism

Keyword Analysis Based on Weibo

* What can you
find in this
graph?

* What will you *

do for your
group?
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Data Analysis for Online Journalism

Conclusions:
« Keyword is an abstract of online media
* The frequency of using keywords Is Important
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Data Analysis for Online Journalism

Correlative Scientific Technologies
Natural Language Processing

StatisticsMachine Learnin r:g

ARTIFICIAL INTELLIGENC
Machine Translation |P s /c h logy
C@mmi@F Science Linguistic:
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Introduce some basic statistical metrics to you

The Foundation of Statistics




The Foundation of Statistics

Average
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The Foundation of Statistics

Mean
Supposing: X=(X,, Xp oo, X))
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The Foundation of Statistics

Median 1,3,3.6,7,8,9

the value separating the higher half of a data sample, a population, Median = §

or a probability distribution, from the lower half. 1,2,3,4,5,6,8,9
Median = (4+5)+2

Supposing:  X=(Xi, Xz, ..., Xn) -1
Sort X from small number to large number,

—1f n 1s an odd number, then the Median of X is the
middle one,

—If n 1s an even number, then the Median of X is the
mean of the two middle numbers.
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The Foundation of Statistics

Mode

the value that appears most often in a set of data

Comparison of common averages of walues {1, 2, 2, 3, 4, 7, 9 }

Type Description Example Eesult
drithmetic mean Sum of walues of a data set divided by number of walues: i'%E?:l z; | 1H2H2HIHAHTHR) ST 4

Median Middle +walue separating the greater and lesser halves of a data set |1, 2, 2, 3, 4, 7, 9 3

Mode Mozt frequent value in a data =et 1, 2, 2, 5, 4, 7, © 2
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The Foundation of Statistics

Range

the difference between the largest and smallest values

r = Max — Min
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The Foundation of Statistics

Variance

the expectation of the squared deviation of a random variable from its mean, informally
measures how far a set of (random) numbers are spread out from their mean, also

o s
, X —-X)°
- n-1

why n-1?

S
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The Foundation of Statistics

Standard Deviation

S =

\ n—1
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The Foundation of Statistics

Expected Value
n

E[X] = X = Zx&- Pﬁ
i=1
Where: Pi Is the weight of X,

In Statistics, P Is the probability.
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The Foundation of Statistics

Properties of Expected Value
— If C Is a constant, E[C]=C

— If X and Y are random variables such that X<Y,
then E[X] <E[Y]

— E[X+C]=E[X]+C

— E[X+Y]=E[X]+E[Y]
— E[CX]=CE[X]

— DIX]=E[X*]-(E[X])?
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The Foundation of Statistics

Covariance

a measure of the joint variability of two random variables

Cov(X,Y) =E[(X-E[X])(Y-E[Y])]
= E[XY]-2E[Y]E[X]+E[X]E[Y]
= E[XY]-E[X]E[Y]

: T\ 2
Cov(X, X)=D(X), Cov(Y, Y)=D(Y) o Z(X — X )
b =
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The Foundation of Statistics

Properties of Covariance

D(X+Y)=D(X)+D(Y)+2Cov(X, Y)
D(X-Y)=D(X)+D(Y)-2Cov(X, Y)

Cov(X, Y)=E(XY)-E(X)E(Y)
Cov(X, Y)=Cov(Y, X)

Cov(aX, bY)=abCov(X, Y)
Cov(X;+X,s Y)=Cov(X;s Y)+Cov(X,, Y)
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The Foundation of Statistics

Uncorrelatedness and independence

 |f X and Y are independent, then their
covariance is 0.

E[XY]=E[X]E[Y]

* The converse, however, Is not generally true.
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The Foundation of Statistics

When the covariance is normalized, one obtains
the Pearson correlation coefficient, which gives
the goodness of the fit for the best possible linear
function describing the relation between the
variables. In this sense covariance iIs a linear
gauge of dependence.

https://www.zhihu.com/question/20852004
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a measurement of correlation

Pearson Correlation Coefficient




Pearson Correlation Coefficient

Pearson Correlation Coefficient Is a measure of the

linear correlation between two variables X and Y.
Cov(X,Y)

VVar[X] Var[Y]

* It has a value between +1 and —1, where 1 is total positive linear correlation,
0 1s no linear correlation, and —1 1s total negative linear correlation.

r(X,Y) =

« Itis widely used in the sciences. It was developed by Karl Pearson from a
related idea introduced by Francis Galton in the 1880s.

La10)2 09
\‘.’/ SHANGHAT INTERNATIONAL STUDKES UNIVERSITY



Pearson Correlation Coefficient

Examples of scatter diagrams with different values of
correlation coefficient (p)

p=.1 1< p <0

0< p =+1 p=+1 l » p=0
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Pearson Correlation Coefficient
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Pearson Correlation Coefficient

Calculate PCC In Python

import numpy as np

a=np. array ([1, 2, 3, 4])
b=np. array ([8, 7, 6, 5])

print (np. corrcoef(a, b))
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Pearson Correlation Coefficient
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Pearson Correlation Coefficient

GEN
ERNSATT

Gstes

EXAMPLE 4:
GARLSBERG
Probably the best b

beer in the world
For more visit carlsberg.com
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very useful for natural language processing

Bayes’ Theorem




Bayes’ Theorem

Probability

P(x;)=1/6
Sample Space:

{1, 2, 3, 4, 5, 6}
Lzt 2y




Bayes’ Theorem

Properties of Probability

P(Xﬁ) E M),]l]

; P(x;) =1
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Bayes’ Theorem

Independence

Dependent

Independent

. - I
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Bayes’ Theorem

Conditional Probability

P(A | B), Is the probability of observing event A
given that B Is true

P(A|B) = P(ANnB)/P(B)

. - 1
@ Li&1-@2 5.9
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Bayes’ Theorem
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Bayes’ Theorem

P(A|B) = P(4 n B)/P(B)

P(ANB) = P(4
P(ANB) = P(B

B)P(B)

A)P(4)

P(A|B)P(B) = P(B|A)P(A)
P(B|A)P(A)

P(A|B) =

P(B)



Bayes’ Theorem

Bayes’ Theorem plays an very important role in statistical NLP.

How are ‘ ,,
: : ? b, =
« We can predict what you will say! yo© -,

— Uncle Sam: How are you?
— Chinese student: Fine, Thank you, and you?
— Chinese student’s Predictive Answer: | am fine, too!

— Uncle Sam: Nothing much. —iS1EE
— Chinese student:o o o (A%? ? )

Liks1Di3 59 w
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Bayes’ Theorem

» Because, for Chinese students:

P(Fine, Thank you, and you? | How are you?) /’
P(1 am fine, too! | Fine, Thank you, and you?)/
?(Nothing much | Fine, Thank you, and you?)\l

In the corpus of Chinese students,
P(I am fine, too! | Fine, Thank you, and you?)>P(Nothing much | Fine, Thank you, and you?)
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Bayes’ Theorem

Another Example:

| ate a red

A. telephone B.light C.swim D.tomato
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Bayes’ Theorem

No Grammar! But the Frequency of use!

« The most successful Chinglish:
Long time no see!

« Chinglish Future Star:
Good Good Study, Day Day UP!
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your future is decided by now, not the past

Markov Model




' Markov Model

Stochastic Process
Markov Chain

X=(X,, X,, ..., X,)

X. 1S a Stochastic Process

193959291549296939 °°°°°° X 1s a Markov Chain
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Markov Model

Transition Probability P,, P, P
HPZI Py5 Pza] -
70% 0% P;y P;, Psg

0.15 0.7 0.15

HOJ 0.2 0.1]
0.25 025 0.5

Stochastic Matrix

HHEZ FAT100%

L2512 50%



Markov Model

Markov Model

P(xpeql2q, 2,0, %) = P(X¢4q )

First-Order Markov Model

Your future is not decided by your past, but now!
Second-Order Markov Model

P(Xerqlxy, X2, %) = P(Xeqq |22 1)
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Markov Model

Hidden Markov Model

- 3 Day 2 : Cleaning
> BDEVER =Tl

We know what Alice did in the past three days.
Can we estimate the climate of the place Alice lived in?




' Markov Model

he Applications of Markov Model in NLP
« Machine Translation

* Word Segmentation

* Speech Recognition

* Part-of-speech Tagging
 Natural Language Generation
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Reference

* https://item.jd.com/11701113.html
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Reference

* https://item.jd.com/11667512.html
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Thank You

http://www.wangting.ac.cn



